Efficient ID-based key sharing schemes are desired worldwide in order to obtain secure communications on the Internet and other related networks, and Key Pre-distribution System (KPS) is one of the majority of such key sharing schemes. The remarkable property of KPS, is that, user need only input the partner’s identifier to the secret KPS-algorithm in order to share a key between them. Although this is just a small part of many advantages KPS has in terms of efficiency, an enormous amount of memory is always required to achieve perfect security. While the conventional KPS methods can establish communication links between any pair of entities in a communication system, in most of the practical communication environment, such as in a broadcast system, not all links will be required. In this article, we achieved a desirable method to remove the unnecessary communication links between any pair of entities in a communication system. In our scheme, required memory size per entity was just proportional to the number of entities of the partner’s, while that in conventional KPS, it is proportional to the number of entities of the whole communication system. As an example, if an entity communicates with only 1/r others, the memory requirement is reduced to 1/r of the conventional KPS’s. Furthermore, it was proven that the obtained memory size was optimum. Overall, our scheme confirmed greater efficiency to achieve secure communication particularly suited in large-scale networks.
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1. Introduction

For information security, ID-based key distribution technologies are very important. The concept of ID-based key cryptosystems was originally proposed by Shamir [3], [4]. Maurer and Yacobi presents an ID-based key distribution scheme following Shamir’s concept [5], [6]. However, their scheme requires a huge computational power. Okamoto and Tanaka [7] also proposed a key-distribution scheme based on a user’s identifier, but it requires prior communications between a sender and a receiver to share the employed key. Thus, the performance of these schemes is unsatisfactory. However, Blom’s ID-based key-distribution scheme [2], which is generalized by Matsumoto and Imai [1], has very good properties in terms of computational complexity and non-interactivity. Many useful schemes based on Blom’s scheme have been proposed [1], [11]–[17], and they are called Key Predistribution Systems (KPS) [1].

In a KPS, no previous communication is required and its key-distribution procedure consists of simple calculations. Furthermore in order to share the key, a participant should only input its communication partner’s identifier to its secret KPS-algorithm. Blundo et al. [14], [15], Kurosawa et al. [18], [19] showed lower bounds on memory size of users’ secret algorithms and developed KPS for a conference-key distribution. Moreover Fiat and Naor [16], Kurosawa et al. [19] applied a KPS for a broadcasting encryption system.

Although KPS has many desired properties, the following problem exists: When a number of users, which exceeds a certain threshold, they can calculate the central authority’s secret information. Thus, to achieve perfect security the collusion threshold is determined to be larger than the number of entities in the network. Setting up such a high collusion threshold in this scheme requires large amounts of memory in the center as well as for the users. Solving this problem will make KPS much more attractive for ID-based key-distribution. Tsujii and others [9] made attempts to enhance the KPS’s security level with less amounts of memory. However, it has been shown that majority of their attempted schemes are of equivalent level as of the conventional KPS [10], and moreover, their other schemes seem to be too complex to prove their accurate security.

Although KPS provides common keys for all possible communication links among entities, in practical communication systems most of them are not necessary. By removing such unnecessary communication links, we can significantly reduce the required memory**. In our

---

**SUMMARY**

**PAPER Special Section on Cryptography and Information Security**

**Optimal Unconditionally Secure ID-Based Key Distribution Scheme for Large-Scaled Networks**

Goichiro HANAOKA†, Nonmember, Tsuyoshi NISHIOKA††, Yuliang ZHENG†††, and Hideki IMAI†, Regular Members

**1. Introduction**
scheme, the required memory for each entity is proportional to the number of its communication partners, while in the conventional KPS it is proportional to the number of entities in the whole system. E.g., if an entity communicates only with $1/r$ of others, the required memory is reduced for a factor $1/r$ in comparison with the conventional KPS. Furthermore, this memory size is proven optimal. In this work, we also propose an optimal asymmetric $t$-conference key distribution scheme. Since this scheme has good properties, it is considered to be utilized effectively in other applications.

Section 2 gives a brief review of the KPS. Then, in Sect. 3, straightforward implementation of our scheme and the corresponding problem are described. Section 4 explains an asymmetric $t$-conference key scheme as the solution of straightforward implementation problem. Afterwards, an optimal construction based on asymmetric $t$-conference key distribution scheme is described in Sect. 5. This is followed by the evaluation and discussion of the security of our scheme in Sect. 6. In Sect. 7, we show a modification of our scheme. Finally, Sect. 8 closes the paper with some concluding remarks.

2. A Brief Overview of KPS

A KPS consists of two kinds of entities: One entity is the KPS center, the other entities are the users who want to share a common key. The KPS center possesses the KPS-center algorithm by which it can generate an individual secret algorithm for each user. These individual algorithms are (pre-) distributed by the center to their users and allow each user to calculate a common key from the ID of his communication partner. This section explains how the users’ secret KPS-algorithms are generated and how users share a common key.

Let a symmetric function $G(x, y)$ be the KPS-center algorithm. Then, each entity $u_i$ ($i = 1, 2, \ldots, N$) is given the secret algorithm $U_{u_i}(x)(= G(x, u_i))$ ($i = 1, 2, \ldots, N$), respectively. In order to share the communication key between $u_i$ and $u_j$, they should simply input $u_j$ and $u_i$ to their secret algorithms, respectively. Since $G(x, y)$ is a symmetric function, they both obtain $k_{u_i,u_j} = U_{u_i}(u_j) = U_{u_j}(u_i) = G(u_i, u_j)$.

KPS has three noteworthy properties. First, there is no need to send messages for the key distribution between entities who want to establish a cryptographic communication channel. Second, its key-distribution procedure consists of simple calculations so that its computational costs are quite small. Finally, in order to share the key, a participant has only to input its communication partner’s identifier to its secret algorithm. Thus, KPS is well applicable to one-pass or quick-response transactions, e.g. mail systems, broadcasting systems, electronic toll collection systems, and so on.

However, KPS has a certain collusion threshold; when more users cooperate they can calculate the KPS-center algorithm $G(x, y)$. Thus, to achieve perfect security the collusion threshold should be determined to be larger than the number of entities in the network. Accordingly, the required memory for users’ secret algorithms is increased due to the collusion threshold. In the following subsection, the relationship between the memory size and the collusion threshold is discussed in more detail.

2.1 A Lower Bound of $|U_{u_i}(x)|$

For a random variable $X$, $H(X)$ denotes the entropy of $X$. Generally,

$$0 \leq H(X) \leq \log_2 |X|,$$

where $X = \{x \mid \Pr(X = x) > 0\}$. In particular, $H(X) = \log_2 |X|$ iff $X$ is uniformly distributed.

Blundo et al. [14] showed a lower bound of required memory size for users as follows:

**Proposition 1 ([14]):** Suppose that for each $P \subseteq \{u_1, u_2, \cdots, u_N\}$ such that $|P| = t$, there is a key $k_P$ associated with $P$. Each user $u_i \in P$ can compute $k_P$, and if colluders $\mathcal{F} \subseteq \{u_1, u_2, \cdots, u_N\}$, $|\mathcal{F}| \leq \omega$ and $|\mathcal{F} \cap P| = 0$, where $\omega$ is the collusion threshold in the system, then $\mathcal{F}$ cannot obtain any information about $k_P$. Accordingly, a lower bound of the required memory size for users’ secret algorithm $U_{u_i}$ is estimated as follows:

$$\log_2 |U_{u_i}| \geq \left( \frac{t + \omega - 1}{t - 1} \right) H(K),$$

(2)

where $K$ is a random variable which takes on the key space $\mathcal{K}$, and $k_P \in \mathcal{K}$ for any $P$. Note that the key length of a shared key is $H(K)$. In order to achieve perfect security, $\omega + t$ must be equal to the number of entities in the whole network. For $t = 2$, Eq. (2) becomes $\log_2 |U_{u_i}| \geq (\omega + 1)H(K)$.

2.2 Optimal Schemes

Blundo et al. [14] presented a KPS which achieves the optimal memory size. In this scheme, the center chooses a random symmetric polynomial in $t$ variables over GF($q$) in which the degree of any variable is at most $\omega$, that is, a polynomial

$$f(x_1, \cdots, x_t) = \sum_{i_1=0}^{\omega} \cdots \sum_{i_t=0}^{\omega} a_{i_1\cdots i_t} x_1^{i_1} \cdots x_t^{i_t},$$

(3)

where $a_{i_1\cdots i_t} = a_{\sigma(i_1\cdots i_t)}$ for any permutation.
3. Straight-Forward Method for Removing Unnecessary Functions

As already mentioned, some KPSs are proven to be optimal, and it is impossible to reduce the required memory size providing all the communication links. However, the required memory size of these schemes are still high. Although a possibility to reduce the required memory is to reduce the collusion threshold or the key length, the security is also reduced considerably. So, we pay attention to the unnecessary communication links in networks in order to reduce the memory size maintaining the same security level. In this section, we show a basic concept to attain the specified goal and we consider its requirements.

3.1 Unnecessary Communication Links

In a large-scale network, there are many pairs of entities that do not communicate with each other at all. As an illustration we point out the following two reasons. Firstly, to avoid the illegal access, certain users are not allowed to access specific resources by access controlling techniques. Secondly, there exist many resources which perform only to some specific client computers. Also, pairs of entities, which are not related with each other, do not need to communicate with each other.

Although there are many unnecessary communication links, conventional KPSs cannot deal with them efficiently. Namely, in conventional KPSs it seems to be impossible to remove only unnecessary communication links.

3.2 Straight-Forward Implementation and Its Problem

A possible solution to reduce memory size by removing unnecessary communication links is to construct a whole large network by using small KPSs. Namely, if small KPSs are provided only for necessary communication links, then the unnecessary ones can be removed. However, straight-forward implementation of this approach has a serious problem. The required memory can be even more than that of the conventional KPS. We explain this problem in more details below.

Here, we assume that the set of all entities $\mathcal{U}$ are divided to $N_u$ subsets $\left\{ \mathcal{U}_1, \mathcal{U}_2, \cdots, \mathcal{U}_{N_u} \right\}$ ($|\mathcal{U}_i \cap \mathcal{U}_j| = 0$). Each $\mathcal{U}_i$ ($i = 1, \cdots, N_u$) fulfills the following condition: The set of all communication partners of all $u_i \in \mathcal{U}_i$ is $\mathcal{U}_i = \left\{ \mathcal{U}_{i,1}, \mathcal{U}_{i,2}, \cdots, \mathcal{U}_{i,N_i} \right\}$, where $\exists j \mathcal{U}_{i,k} = \mathcal{U}_j$ ($k = 1, 2, \cdots, N_i$) and $N_i \leq N_u$, and for $i_1, i_2 \in \{1, 2, \cdots, N_u\}$, if $u_{i_1} \in \mathcal{U}_{i_2}$, then $u_{i_2} \in \mathcal{U}_{i_1}$. For convenience, if $u_{i_1} \in \mathcal{U}_{i_2}$, we say $< i_1, i_2 >= 1$, otherwise, $< i_1, i_2 >= 0$. In this paper, we assume that each entity’s identity includes the information of the subset which the entity belongs to.

Then, if a whole network is constructed by small KPSs straight-forwardly, the critical problems will appear in following two situations:

Case1: $< i_1, i_2 >= 1$, $< i_1, i_1 >= 0$ ($i_1 \neq i_2$)

For the communication $< i_1, i_2 >= 1$, a small KPS is provided. The collusion threshold of this KPS is determined to be equal to $|\mathcal{U}_{i_1}| + |\mathcal{U}_{i_2}| - 2$. From Eq. (2), the required memory size for this communication is also proportional to $|\mathcal{U}_{i_1}| + |\mathcal{U}_{i_2}| - 1$. However, since $< i_1, i_1 >= 0$, even $u_{i_1} \in \mathcal{U}_{i_1}$ communicates only with $|\mathcal{U}_{i_1}|$ entities using the above memory.

Case2: $< i_1, i_2 >= 1$, $< i_1, i_3 >= 1$, $< i_2, i_3 >= 0$ ($i_1 \neq i_2$, $i_1 \neq i_3$, $i_2 \neq i_3$)

For these communications, we consider two kinds of construction of small KPSs: a KPS for $\{\mathcal{U}_{i_1}, \mathcal{U}_{i_2}\}$ and a KPS for $\{\mathcal{U}_{i_1}, \mathcal{U}_{i_3}\}$ are set up, or a KPS for $\{\mathcal{U}_{i_1}, \mathcal{U}_{i_2}, \mathcal{U}_{i_3}\}$ is set up. For the first construction, the collusion threshold of two KPSs are $|\mathcal{U}_{i_1}| + |\mathcal{U}_{i_2}| - 2$ and $|\mathcal{U}_{i_1}| + |\mathcal{U}_{i_3}| - 2$, respectively. Thus, the required memory size of $u_{i_1} \in \mathcal{U}_{i_1}$ for these communications is proportional to $2|\mathcal{U}_{i_1}| + |\mathcal{U}_{i_2}| + |\mathcal{U}_{i_3}| - 2$. On the other hand, for the second construction the collusion threshold of the KPS is $|\mathcal{U}_{i_1}| + |\mathcal{U}_{i_2}| + |\mathcal{U}_{i_3}| - 2$. Hence,
the amount of memory of \( u_{i_1} \in \mathcal{U}_{i_1} \) is proportional to \([|\mathcal{U}_{i_1}| + |\mathcal{U}_{i_2}| + |\mathcal{U}_{i_3}| - 1]\). Further, the required memory size for \( u_{i_2} \in \mathcal{U}_{i_2} \) and \( u_{i_3} \in \mathcal{U}_{i_3} \) are also proportional to \([|\mathcal{U}_{i_1}| + |\mathcal{U}_{i_2}| + |\mathcal{U}_{i_3}| - 1]\). Anyway, in both constructions since \( u_{i_1} \in \mathcal{U}_{i_1} \), communicate only with \([|\mathcal{U}_{i_2}| + |\mathcal{U}_{i_3}|\) entities by these KPS(s), the required memory size for \( u_{i_1} \) is large comparing with the amount of memory. Moreover, in the second construction \( u_{i_2} \in \mathcal{U}_{i_2} \) and \( u_{i_3} \in \mathcal{U}_{i_3} \) communicate only with \([|\mathcal{U}_{i_1}|\) entities. Hence, their required memory size is also large.

In the worst case, the required memory size for an entity is almost 2 times of that in conventional KPS. Namely, if \( <i_1,i>_1 = 1 \) \((i = 1, \ldots, N_{i_1}, i \neq i_1)\) and \( <j,k>_2 = 0 \) \((j, k = 1, \ldots, N_{i_1}, j, k \neq i)\), then, the required memory size is \( \left( \sum_{i \neq i_1} \left( |\mathcal{U}_{i}| + |\mathcal{U}_{i_1}| - 1 \right) \right) H(K) \). On the other hand, in conventional KPS the required memory size is \( \left( \sum_{i \neq i_1} \left( |\mathcal{U}_{i}| - 1 \right) \right) H(K) \). Hence, straight-forward implementation of constructing a whole network by small KPSs is inefficient. Note that Case1 and Case2 can not be considered as rare. These cases cannot occur iff \( \mathcal{U} \) can be divided to hold the following condition:

\[
<i, j> = \begin{cases} 
0 & (i \neq j) \\
1 & (i = j) 
\end{cases} \quad \forall i, \forall j \in \{1, 2, \ldots, N_{\mathcal{U}}\}.
\]

4. Optimal Key Sharing Schemes

As mentioned in the previous section, we can not construct a large-scale network efficiently by only using normal KPSs. In this section, we show a new concept of key sharing schemes to construct a large-scale network optimally. The following lemma indicates the required key sharing schemes for optimal constructions in terms of memory size:

**Lemma 1:** The required memory size for entities is optimal if a whole network is constructed by optimal normal KPSs [1], [2], [14] for \( <i, i>_1 = 1 \) for all \( i \in \{1, \ldots, N_{\mathcal{U}}\} \) and other key sharing schemes whose memory size for \( <i, j>_1 = 1 \) for all \( i, j \in \{1, \ldots, N_{\mathcal{U}}\}, i \neq j \) is optimal for \( <i, j>_1 = 1 \) for all \( i, j \in \{1, \ldots, N_{\mathcal{U}}\}, i \neq j \).

**Proof.** In large scale networks, there are two kinds of communication, i.e. communication among the same subset and that between different two subsets. Therefore, if optimal key sharing systems for \( <i, i>_1 = 1 \) for all \( i \in \{1, \ldots, N_{\mathcal{U}}\} \) and those for \( <i, j>_1 = 1 \) for all \( i, j \in \{1, \ldots, N_{\mathcal{U}}\}, i \neq j \) are provided, a key sharing system for a large scale network can be constructed optimally.

Since optimal normal KPSs provide optimal memory size for \( <i, i>_1 = 1 \) for all \( i \in \{1, \ldots, N_{\mathcal{U}}\} \), the required memory size for entities becomes optimal if a whole network is constructed by optimal normal KPSs [1], [2], [14] for \( <i, i>_1 = 1 \) for all \( i \in \{1, \ldots, N_{\mathcal{U}}\} \) and other key sharing schemes whose memory size for \( <i, j>_1 = 1 \) for all \( i, j \in \{1, \ldots, N_{\mathcal{U}}\}, i \neq j \) is optimal for \( <i, j>_1 = 1 \) for all \( i, j \in \{1, \ldots, N_{\mathcal{U}}\}, i \neq j \).

4.1 Requirement for the Optimal Key Sharing Scheme

In this subsection, a lower bound of the memory size of a key sharing scheme for \( <i_1, i_2>_1 = 1 \) \((i_1 \neq i_2)\) is shown. For other applications, we further generalize the key sharing scheme and call it asymmetric t-conference key distribution. Asymmetric t-conference key distribution is defined as follows:

**Definition 1:** Let \( \mathcal{U} \) be a set of entities and \( \mathcal{U} \) is divided to \( t \) subsets \( \mathcal{U} = \{\mathcal{U}_1, \mathcal{U}_2, \ldots, \mathcal{U}_t\} \). A key-sharing scheme for \( \mathcal{U} \) is called asymmetric t-conference key distribution if

1. \( u_1 \in \mathcal{U}_1, u_2 \in \mathcal{U}_2, \ldots, u_t \in \mathcal{U}_t \) can compute their common key among them non-interactively (note that common keys among a same subset are not required).
2. Collusion thresholds \( \psi_1, \psi_2, \ldots, \psi_t \) are independently set up for each of \( \mathcal{U}_1, \mathcal{U}_2, \ldots, \mathcal{U}_t \). And unless a group of colluders \( \mathcal{F} \subseteq \mathcal{U}_t \) holds \( |\mathcal{F}| = \psi_t, \) any information of a common key is not exposed to entities who should not have it.

Figure 1 illustrates an example of an asymmetric t-conference key distribution. Note that a key sharing scheme for \( <i_1, i_2>_1 = 1 \) \((i_1 \neq i_2)\) is an asymmetric 2-conference key distribution. Therefore, from Lemma 1 it is clear that optimal normal KPSs and optimal asymmetric 2-conference key distribution schemes are required to construct a optimal key distribution system for a large-scale network.

**Lemma 2:** In an asymmetric t-conference key distribution system, for \( u_i \in \mathcal{U}_i \) the amount of memory of the
secret algorithm $U_i$ holds the following lower bound:
\[
\log_2 |U_i| \geq \left( \prod_{j \in \{1, \ldots, t\}, j \neq i} (\psi_j + 1) \right) H(K).
\] (4)

**Proof.** The mutual information between random variables $X$ and $Y$ fulfills following two equations:
\[
I(X;Y) = H(X) - H(X|Y),
\] (5)
\[
I(X;Y) = I(Y;X).
\] (6)

From Eq. (5) and Eq. (6), following equation is obtained:
\[
H(X) = H(Y) - H(Y|X) + H(Y|X).
\] (7)

Let $U_j^i$ $(j = 1, \ldots, i - 1, i + 1, \ldots, t)$ be sets
\[
\{u_j^0, \ldots, u_j^{|k_j|}\} \subseteq U_j^i (j = 1, \ldots, i - 1, i + 1, \ldots, t),
\]
respectively, and $K_{u_i, u_i^1, u_i^2, \ldots, u_i^{|k_i|}, u_i^{|k_i|+1}, \ldots, u_i^{|k_i|+s_i}}$ be the set of all possible values of the shared key among $u_i, u_i^1, \ldots, u_i^{|k_i|}$ in $U_i, U_i^1, U_i^2, \ldots, U_i^{|k_i|}$, respectively.

The mutual information between random values of the secret algorithm $U_i$ holds following lower bound:
\[
\log_2 |U_i| \geq \left( \prod_{j \in \{1, \ldots, t\}, j \neq i} (\psi_j + 1) \right) H(K).
\] (14)

**Proposition 2:** For perfect security, in an asymmetric $t$-conference key distribution scheme the amount of memory of the secret algorithm $U_i$ holds following lower bound:

\[
\log_2 |U_i| \geq \left( \prod_{j \in \{1, \ldots, t\}, j \neq i} (\psi_j + 1) \right) H(K).
\] (12)

From Eq. (10) and Eq. (12), we obtain
\[
H(U_i) \geq \left( \prod_{j \in \{1, \ldots, t\}, j \neq i} (\psi_j + 1) \right) H(K).
\] (13)

Hence, from Eq. (1) Eq. (13) becomes Eq. (4). □

**Theorem 1:** The above scheme (Eq. (15)) is optimal in terms of memory size. Namely, it achieves the lower bound on $|U_i|$ (Lemma 2):
\[
\log_2 |U_i| = \left( \prod_{j \in \{1, \ldots, t\}, j \neq i} (\psi_j + 1) \right) H(K).
\] (16)
For $t = 2$, we then obtain an optimal key sharing scheme for $< i_1, i_2 >= 1, < i_1, i_1 >= 0, < i_2, i_2 >= 0$ ($i_1 \neq i_2$). When we apply this, the required memory for users is estimated as follows:

**Corollary 1:** The required memory for $u_{i_1} \in U_{i_1}$ is

$$\log_2 |U_{i_1}| = |U_{i_1}| H(K),$$

which is much less than that of normal KPSs as shown in Sect. 3.2.

5. Optimal Construction by Normal KPSs and Asymmetric 2-Conference Key Distribution Schemes

As already mentioned in Sect. 4.1, if optimal KPSs and optimal asymmetric 2-conference key distribution schemes are applied, the required memory size can be optimal. In this section, we show an optimal construction of a large-scale network by removing unnecessary communication links.

(1) **Procedure of the center:**

The center provides center algorithms of normal KPSs and asymmetric t-conference key distribution systems. For each $< i, i > = 1$ ($i = 1, 2, \cdots, N_u$), a normal KPS is applied. And for each $< i, j >= 1$ ($i \neq j$), an optimal asymmetric 2-conference key distribution scheme is applied. $G^i(x, y)$ and $G^{ij}(x, y)$ ($i, j \in \{1, 2, \cdots, N_u\}, i \neq j$) denote the center algorithms for normal KPSs and asymmetric t-conference key distribution systems, respectively ($G^i(x, y)$ and $G^{ij}(x, y)$ holds $G^i(x, y) = G^i(y, x)$ and $G^{ij}(x, y) = G^{ij}(y, x)$, respectively). Then, the center gives the following secret algorithm $U_{u_i}$ to $u_i \in U_i$:

$$U_{u_i} = \{U_{u_i}^{ij}(y) | For < i, j >= 1, U_{u_i}^{ij}(y) = G^i(u_i, y) (i = j), U_{u_i}^{ij}(y) = G^{ij}(u_i, y) (i \neq j)\}$$

Since applied KPSs (for $< i, i >= 1$) and asymmetric 2-conference key distribution schemes (for $< i, j >= 1, i \neq j$) are optimal, required memory size for each small key sharing system is estimated as follows:

$$\log_2 |U_{u_i}^{ij}(y)| = \begin{cases} (|U_j| - 1)H(K) & (i = j) \\ |U_j|H(K) & (i \neq j). \end{cases}$$

As an optimal KPS, Blundo et al.’s scheme, Matsumoto-Imai scheme and Blom’s scheme are available. On the other hand, as an optimal asymmetric 2-conference key distribution scheme, our scheme presented in Sect. 4.3 is available.

(2) **Procedure of the entities:**

$u_i$ computes the common key with $u_j \in U_j$ as follows:

$$u_i : k_{u_i, u_j} = U_{u_i}^{ij}(u_j),
\text{ and }\ u_j : k_{u_i, u_j} = U_{u_j}^{ij}(u_i) (= U_{u_i}^{ij}(u_j)).$$

6. Memory Size for Entities

In this section, we estimate the required memory size for users. Theorem 2 shows the amount of memory required for users’ secret algorithms.

**Theorem 2:** By our construction, the required memory size for $u_i \in U_i$ is estimated as follows:

$$\log_2 |U_{u_i}| = \left( \sum_{j \in \{1, \ldots, N_u\}} (|U_j| - < i, j >) \right) \cdot H(K).$$

In addition, our scheme is optimal in terms of memory size.

**Proof.** Equation (21) is obviously obtained from Eq. (19). Additionally, this memory size is optimal due to Lemma 1.

Here let $\log_2 |U'|$ be the required memory size for an entity when the whole network is constructed only by one normal KPS. Then, from Theorem 2 we obtain the following equation:

$$\log_2 |U_{u_i}| = \frac{\sum_{j \in \{1, \ldots, N_u\}} (|U_j| - < i, j >) - < i, i >}{\left( \sum_{j \in \{1, \ldots, N_u\}} |U_j| \right) - 1} \log_2 |U'|.$$  

Since $\sum_{j \in \{1, \ldots, N_u\}} (|U_j| - < i, j > - < i, i >$ is equal to the number of communication partners of $u_i$ and $\sum_{j \in \{1, \ldots, N_u\}} |U_j|$ is equal to the number of entities in the whole system, from Eq. (22) we have:

**Theorem 3:** Comparing with the required memory size for the conventional KPS, the required memory size for our scheme is estimated as follows:

$$\log_2 |U_{u_i}| = \frac{\text{the number of partners}}{\text{the number of entities} - 1} \log_2 |U'|.$$

Namely, by using our scheme the memory size for an entity is reduced to be almost same as $(\# \text{ of partners})/(\# \text{ of entities}).$

7. Modification for Not-Perfectly Secure Models

Our proposed scheme can be said perfectly secure since any subset of entities have no information on a key they should not know. When we reduce the collusion threshold for reduction of memory size, the security becomes imperfect. Namely, if the collusion threshold is less than
the given one, by carrying out a collusion attack colluders can compute common keys of a victim. However, to succeed the attack, huge number of colluders will be required, and it seems still impossible to succeed collusion attacks in the real world if the collusion threshold is sufficiently large.

Generally, as described above, in such non-perfectly secure cases the system can be broken by collusion attacks if the number of colluders exceeds the collusion threshold. Namely, if the collusion threshold in entities $\mathcal{E}$, say $\omega_{\mathcal{E}}$, is less than $|\mathcal{E}| - 1$, $\omega_{\mathcal{E}} + 1$ colluders from $\mathcal{E}$ will be able to break the system. In this section, we show a modification of our proposed scheme to deal with the collusion attack more efficiently, assuming that the number of colluders is determined according to Poisson distribution.

Let $p$ be the probability that a user joins a collusion attack. Assuming that $p$ is constant among all users, the number of colluders is determined according to Poisson distribution. Hence, by a collusion attack in $\mathcal{E}$ the probability of attack success $P(\mathcal{E}, \omega_{\mathcal{E}})$ is estimated as follows:

$$P(\mathcal{E}, \omega_{\mathcal{E}}) = \sum_{i=\omega_{\mathcal{E}}+1}^{\lfloor |\mathcal{E}| \rfloor} e^{-p|\mathcal{E}|} \frac{(p|\mathcal{E}|)^i}{i!}.$$  \hspace{1cm} (24)

In this situation, we have

**Lemma 3:** We choose $\omega_{\mathcal{U}i}$ ($i = 1, \ldots, N_{\mathcal{U}}$) such that $P(\mathcal{U}_i, \omega_{\mathcal{U}i}) = P(0 < P < 1)$ and $\omega_{\mathcal{U}i} > p|\mathcal{U}_i|$. Then, the following inequality holds

$$P(\mathcal{V}, \omega_{\mathcal{V}}) \leq P \quad \text{for all } \mathcal{V},$$  \hspace{1cm} (25)

such that $\mathcal{V} = \{\mathcal{U}_i, \mathcal{U}_{i_2}, \ldots, \mathcal{U}_{i_N}\}$, where $\{i_1, i_2, \ldots, i_N\} \subseteq \{1, 2, \ldots, N_{\mathcal{U}}\}$ and $\omega_{\mathcal{V}} = (\sum_{i=(1,1)}^{(1, N_{\mathcal{U}})} \omega_{i}) + N_{\mathcal{V}} - 1$.

**Proof.** Regarding the law of large number, we obviously obtain the following inequality:

$$P(\mathcal{X} \cap \mathcal{Y}, \omega_{\mathcal{X}} + \omega_{\mathcal{Y}} + 1) \leq \max\{P(\mathcal{X}, \omega_{\mathcal{X}}), P(\mathcal{Y}, \omega_{\mathcal{Y}})\} \text{ for all } \mathcal{X}, \mathcal{Y},$$  \hspace{1cm} (26)

where $P(\mathcal{X}) < \omega_{\mathcal{X}} < |\mathcal{X}| - 1$, $P(\mathcal{Y}) < \omega_{\mathcal{Y}} < |\mathcal{Y}| - 1$. From Eq. (26), for the parameter setting such that for all $i P(\mathcal{U}_i, \omega_{\mathcal{U}i}) = P(0 < P < 1)$ and $\omega_{\mathcal{U}i} > p|\mathcal{U}_i|$, Eq. (25) is obtained.

Lemma 3 implies that the collusion threshold can be determined at a relatively small value if the number of entities is large. Namely, for the same security level the collusion threshold/the number of entities decreases as the number of entities increases. This fact can be formalized as follows:

**Lemma 4:** We choose $\omega_{\mathcal{V}'}$ such that $P(\mathcal{V}, \omega_{\mathcal{V}'}) = P$. Then, the following inequality holds

$$\omega_{\mathcal{V}'} \leq \omega_{\mathcal{V}} \quad \text{for all } \mathcal{V}.$$  \hspace{1cm} (27)

**Proof.** Since $P(\mathcal{V}, \omega_{\mathcal{V}}) \leq P$ (Lemma 3), the collusion threshold in $\mathcal{V}$ which allows the probability of attack success $= P$ is less than $\omega_{\mathcal{V}}$. \hfill $\square$

In the proposed key-sharing scheme, for communication between $u_i \in \mathcal{U}_i$ and $u_j \in \mathcal{U}_j$ for all $\mathcal{J}'$, such that $\mathcal{J}' \subseteq \mathcal{J} = \{j | i, j \geq 1, j \neq i\}$, applied asymmetric 2-conference key distribution systems are established separately. By combining them into one system, we can reduce the memory size for $u_i$. As described in Eq. (18), $U_{u_i}$ consists of $U_{u_i}(y)$ for all $j$ such that $<i, j >= 1$. Recall that $U_{u_i}(y)$ is $u_i$’s secret algorithm of the asymmetric 2-conference key distribution scheme for communication between $\mathcal{U}_i$ and $\mathcal{U}_j$. Since asymmetric 2-conference key distribution systems for communication between $\mathcal{U}_i$ and $\mathcal{U}_j$, $j \in \mathcal{J}'$, $\mathcal{J}' \subseteq \mathcal{J}$, can be replaced with an asymmetric 2-conference key distribution system for communication between $\mathcal{U}_i$ and $\{\mathcal{U}_j | j \in \mathcal{J}'\}$. Here, we call this replacement combining.

**Theorem 4:** If a system allows combining $U_{u_i}(y), j \in \mathcal{J}'$ into $U_{u_i}(y)$ which is an optimal asymmetric 2-conference key distribution system between $\mathcal{U}_i$ and all $\mathcal{U}_j$, $j \in \mathcal{J}'$, for the same security level (the probability of attack success is $P$) the required memory size is reduced as follows:

$$\log_2 |U_{u_i}(y)| = \frac{\omega_{\mathcal{J}'} - 1}{\omega_{\mathcal{J}' - 1}} + \sum_{j \in \mathcal{J}'} \log_2 |U_{u_i}(y)|,$$  \hspace{1cm} (28)

where for all $j \in \mathcal{J}' P(\mathcal{U}_j, \omega_{\mathcal{U}_j}) = P, \omega_{\mathcal{U}_j} > p|\mathcal{U}_j|$, $\omega_{\mathcal{J}'} = (\sum_{j \in \mathcal{J}'} \omega_{\mathcal{U}_j}) + |\mathcal{J}' - 1|$ and $P(\mathcal{J}', \omega_{\mathcal{J}'}) = P$. \hfill $\square$

**Proof.** Since $\log_2 |U_{u_i}(y)| = (\omega_{\mathcal{J}' - 1})H(K)$ and $\sum_{j \in \mathcal{J}'} \log_2 |U_{u_i}(y)| = (\sum_{j \in \mathcal{J}'} \omega_{\mathcal{U}_j} + 1)H(K)$, Eq. (28) is obtained. Note that $\sum_{j \in \mathcal{J}'} \omega_{\mathcal{U}_j} + 1 = \omega_{\mathcal{J}'} + 1$. In addition, the memory size is exactly reduced due to Lemma 4. \hfill $\square$

8. Conclusion

In this paper, an optimal construction of ID-based key sharing scheme for large-scale networks is proposed. It has been pointed out that in order to achieve perfect security a huge amount of memory is required in conventional KPS, and it has been shown how KPS can be improved for practical communication systems. By removing communication links that are not required in a practical communication system. This approach yields that the amount of memory is reduced significantly. In our scheme, the required memory for each entity is (the number of partners) $\times$ (the length of a common key), while in the conventional KPS is (the number of entities $- 1$) $\times$ (the length of a common key).
So, if an entity communicates only with 1/r of others, the required memory is reduced almost 1/r of that required in conventional KPS. Furthermore, our scheme is proven to be optimal. The previous makes our scheme attractive for various applications like broadcasting or E-commerce in the Internet. In this paper, we also propose an optimal asymmetric t-conference key distribution scheme. Since this scheme has good properties, it could be utilized effectively in other applications. Additionally, since public-key cryptosystems have no advantages over KPS in terms of computational costs, ID-basedness, and so on, the efficient combination of a public-key cryptosystem and our scheme will yield a more efficient and secure communication system in comparison with single use of a public-key cryptosystem.
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